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Density functional theory (DFT) calculations are performed on a series of double and single proton-transfer
reactions to study the variation in polarizations in complexes during the dynamics of proton transfer from
one isoenergetic, hydrogen-bonded ground-state structure to the other. The isotropic average polarizability
(Rav) shows an interesting single-humped profile with a maxima coinciding with the transition state of the
reaction. Similar profiles are also computed at Nd:YaG frequencies. The origin of the maximal polarizability
at the transition state is traced to maximal charge separation and large D (donor)-A (acceptor) distances.
Maximal polarizability for the transition state suggests an interesting, novel, and less memory extensive
computational tool to locate the transition state for hydrogen-transfer reactions in hydrogen-bonded complexes.

Proton-transfer processes are the most well-studied reaction
mechanisms across various disciplines in chemistry, materials
science, and biochemistry.1-4 These processes have gained
utmost importance since such reactions frequently occur in the
cellular transport processes,5,6 acid-base reactions,7,8 redox
processes,9,10 and various excited-state processes including
excited-state proton transfer (ESPT),11,12 proton coupled electron
transfer (PCET),13-15 and vectorial proton transport across cell
membranes.16,17 The rate and dynamics of proton-transfer
processes crucially depend on the detailed profile of the reaction
barrier. Within the framework of the classical transition-state
theory, the rate of the reaction is controlled by the barrier
height.18,19 Interestingly, a qualitative idea for the structure of
the transition state (TS) can be derived from the well-known
Hammond’s postulate, which states that highly exothermic
(endothermic) reactions have their TS similar in structure to
that of the reactants (products).20,21 In a similar spirit of the
Hammond’s postulate, one may postulate that for reactants and
products that are equi-energetic and related through inversion
of symmetry of the position of the proton, the TS should have
the highest symmetry with translational equivalence from the
reactant and product.

For a quantitative understanding of the structure of the
transition state, knowledge about the location of the transition
state is required, which can be obtained through calculation of
the force constants for each bond and tracking the mode that

softens and thereby gets an imaginary frequency.22,23 However,
for such calculations the computation effort increases by several
orders of magnitude as the number of atoms in the molecule/
cluster/assembly increases. In fact, the high computational
demand for force-constant calculations renders direct “on-the-
fly” calculation of the dynamics of proton-transfer reactions
difficult even for moderately sized systems (>60 atoms) on the
fastest of workstations. This has led to a bottleneck for ab initio
computation of reaction dynamics of proton-transfer processes
in many important biological molecules. In such a scenario,
development of a computationally less-expensive tool to predict
the structure of the transition state is essential. An additional
requirement from such a new method would be that the method
should have a direct correspondence with well-known chemi-
cally appealing qualitative tools like the Hammond postulate
for a generalized understanding.

We have, in this manuscript, studied prototypical cases of
intermolecular and intramolecular hydrogen-bonded dimers. The
choice of the systems has been such that the reactant and
products (related by inversion symmetry across the D-H · · ·A
bonds) are degenerate (D ) A) so that only a single transition
state connects them. For the intermolecular proton-transfer
reactions, we have selected the formic acid dimer (FAD), the
acetic acid dimer (AAD), and the trifluoroacetic acid dimer (F3-
AAD). On the other hand, 1,8-bis(diamino)naphthalene (proton
sponge) is selected as an example of an intramolecular proton-
transfer reaction. Our main result is that, for all the reactions
that we have studied, we find that the transition state, (D-r1---
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H-r2---A) with r1 ) r2, has an average polarizability larger than
that for a nonsymmetric position of the proton (r1 * r2) along
the proton-transfer reaction coordinate. In the following sections,
we discuss the computational methods, detailed results, and their
analyses. Finally, we conclude the manuscript by a summary
of our results and future prospects.

The geometries for all the ground-state structures of the
hydrogen-bonded complexes have been optimized using the
Becke 3 parameter Lee-Yang-Parr (B3LYP)24 hybrid density
functional theory (DFT) functional at the 6-31G(d) level of basis
set.25,26 Additional frequency calculations were performed on
the minimum energy structures to confirm that these structures
belong to the lowest energy minima. Translational symmetry
was used to verify the equivalence of the reactants and the
products in all aspects other than the position of the protons.
The transition states are located by scanning the potential energy
profile for various (D-r1---H---A) by varying r1. For all the
structures, the TSs correspond to the symmetric hydrogen-
bridged structures. The polarization responses are calculated at
a frequency of 1064 nm, corresponding to the Nd:YaG laser
using the formalism proposed by Snijders and Baerends.27 All
the frequency dependent polarizabilities are computed using the
ADF package at the PW91/TZP level.28 It is important to note
that results for calculations of polarizabilities are quite dependent

on the level of exchange and correlations.29 Polarizability
calculations at this level of theory have been recently shown to
be quite accurate even for ionic molecules.30 The average
polarizibility, Rav ) 1/3(Rxx + Ryy + Rzz) is calculated for each
scan step to generate the profile for the variation in the
polarizability with r1. For the intermolecular double H-bonded
complexes, the scans are performed by simultaneous, equivalent
and opposite increases in r1 for both the H-bonds.

In Figure 1, the structures for the ground-state H-bonded
complexes and their TS for the degenerate transfer of hydrogen
are shown. There are several interesting features in the structural
aspects for the ground-state and the transition-state geometries
between intramolecular and intermolecular cases. For all the
three intermolecular H-bonded complexes and their transition
states, the D-H · · ·A and the D · · ·H · · ·A distances are similar.
However, the structure for the intramolecular case (sponge) and
its TS show quite different hydrogen-bonded profiles. A scan
for the rotation of the NH3

+ group along the plane of the
naphthalene ring leads to a barrier height of 7.53 kcal/mol, which
is in marked contrast to the almost barrierless rotation (∼0.14
kcal/mol) for the methyl group in toluene.31-33 Thus, the
presence of the hydrogen bond, N-H · · ·N, substantially sta-
bilizes the system. In harmony with the strong H-bond in the
proton sponge, the ground state has its N-H bond involved in

Figure 1. Optimized structures for formic acid dimer (FAD), acetic acid dimer (AAD), trifluoroacetic acid dimer (F3-AAD), sponge, and their
respective transition states for proton transfer. The important D-H · · ·A distances (in Å) are also reported.
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the N-H · · ·N hydrogen bonding, thereby elongating substan-
tially (by ∼0.09 Å, red-shifted) in comparison to the other two
“free” N-H bonds. The origin for the stronger hydrogen bonds
can be understood on the basis of the small N · · ·N distance of
2.679 Å for the H-bonded complex. Interestingly, the O · · ·O
distances are 0.11 Å more for the O-H · · ·O bonds in FAD,
AAD, and F3-AAD. This is counterintuitive as the O-H · · ·O
bonds are known to be stronger than N-H · · ·N bonds and
O · · ·O distances are mostly smaller than N · · ·N distances.34,35

The reason for the opposite behavior in the proton sponge is
rationalized on the basis of the fact the N · · ·N atoms are actually
confined in space by their additional connectivity with the 1,8-
ends of naphthalene molecules. Such, quantum confinement
mediated shortening of D · · ·A distances with concomitant
increase in H-bond energy has been known earlier.36,37

For FAD, AAD, and F3-AAD, our B3LYP/6-31G(d) calcula-
tions predict dimerization energy (∆E) and barrier height (∆E‡)
as -15.26 and +7.70 kcal/mol; -15.53 and +7.71 kcal/mol;
-14.93 and +7.67 kcal/mol, respectively. The dimerization
energies are corrected for basis-set superposition error (BSSE)
using the counterpoise-correction method.38 The dimerization
energies for the three complexes follow the order of electrone-
gativity of the substituents. The +I effect of a -CH3 group
stabilizes the H-bonded complex while the -I effect of a -CF3

destabilizes it (by reducing the electron density on the D/A ends)
in comparison to FAD. Thus, the stability of the complexes
follows the order AAD > FAD > F3-AAD. For FAD, previous
calculations at the MP2/6-31G(d,p) level predict ∆E and ∆E‡

) -16.4 and +8.0 kcal/mol, respectively.39,40 For AAD,
previous calculations at the RI MP2/augTZVPP level predict
∆E ) -14.74.41 Thus, our calculated dimerization energies and
the barrier heights for the intermolecular reactions are in good
agreement with previously known results.

On the other hand, the barrier height for the intramolecular
proton-transfer reaction is found to be very low. At the B3LYP/
6-31G(d) level, we find ∆E‡ for the sponge case to be 0.79
kcal/mol, which further reduces to 0.69 kcal/mol at the B3LYP/
6-31+G(d,p) level. Thus, degenerate proton transfer is readily
accessible at room temperature. The origin of such a low barrier
height can be understood on the basis of the fact that the N-H
bond length increases by only 0.178 Å for going from the ground
state to the transition state without any significant geometry
changes in other portions of the molecule. However, for the
intermolecular hydrogen-transfer molecules, the O-H bond
stretches by +0.208 Å from the ground state to the transition
state. Also, interestingly, the -CH3 and -CF3 groups undergo
a conformational change from staggered to eclipsed in the
process of climbing to the barrier-top in cases of AAD and F3-
AAD, respectively. Thus, the effective geometry reorganization
for GS f TS is minimal for sponge.

Nevertheless, the elongation of the D-H bond in D-H · · ·A
to D · · ·H in D · · ·H · · ·A for all the molecules suggests that there
should be an increase in charge separation as well. This is in
agreement with the maximum polarity of the transition state as
observed in the Mulliken charges. Thus, one expects that the
bond moment of the D-H bond would increase as one stretches
the D-H bond to go to the TS. However, the transition states
being centrosymmetric, the overall dipole moment reduces to
zero in TS for all the molecules. Also, for the intermolecular
double-H-bonded molecules, inversion symmetry ensures zero
dipole moments for the ground state as well. Thus, intuitively,
one expects two distinctly different behaviors for the profile of
the dipole moment in the intramolecular and intermolecular
H-bonded molecules for GS f TS. While observation of such

single-minima and triple-minima profiles in dipole moment (for
D-H · · ·A to D · · ·H · · ·A to D-H · · ·A) for intramolecular and
intermolecular H-bonded molecules respectively is an interesting
experimental challenge (through IR spectroscopy), it lacks the
simplicity of generalization. One expects a similar behavior in
the first hyperpolarizability (�) as well since the symmetry
arguments are similar.42

However, a more elegant approach for studying the variation
in the properties of H-bonded complexes as they go from GS
to TS irrespective of whether they are intermolecular or
intramolecular can be derived by investigating the average
polarizability (Rav) along the reaction path. Polarizability, being
an even-order derivative of energy with respect to the applied
electric field, has a nonzero value for even centrosymmetric
molecules. Also, from an experimental viewpoint, anisotropic
polarizability (because of the planarity of the molecules that
leads to zero polarizations in the ⊥r axis along the plane of the
molecule) ensures that all the states from GSf TS can be traced
by Raman spectroscopy. Polarizability has also been shown to
minimize for maximally stable species/isomers and lowest
energy transition states.43

In Figure 2, the profile for the variation in the average
polarizability, Rav (in au), with respect to the increase in the
D-H distance for all four systems considered in this study are
shown. At each step of the scan, Rav is calculated for zero field,
Rav(0), and at Nd: YaG frequency, Rav(ω), λ ) 1064 nm (1.67
eV), a wavelength suitable for many HRS experiments.44 For
both zero frequency and Nd: YaG frequency, the average
polarizability increases as the GS structure climbs the barrier
to reach the TS. At a given D-H distance, Rav(ω) > Rav(0),
since at a larger field strength more excited states will be
accessible, leading to more charge separation. Rav reaches a
maximum value at the TS followed after which it decreases in
the same manner (not shown) following the inversion symmetry
of the molecule. An analysis of the individual tensor elements
shows that Rin-plane ) 1/2(Rxx + Ryy) is the major component for
the average polarizability. While all the intermolecular H-bonded
complexes show similar profiles, the case for the intramolecular
aggregate is both qualitatively and quantitatively different.
Unlike the intermolecular aggregates, the sponge shows an
almost linear increasing relationship with increasing D-H bond
length without reaching a plateau near the TS. The slope for
the increase in Rav is much smaller in the sponge for an initial
increase in the D-H bond length from the GS. This is readily
understood since, in the sponge, there is only one D-H · · ·A
bond while, in the intermolecular H-bonded complexes, two
D-H · · ·A bonds are polarized simultaneously with increasing
the D-H bond lengths. Thus, the effective ∆Rav are less in the
sponge for equivalent distortions.

It would also be interesting to study the variation in Rav for
nonsymmetric proton-transfer reactions where the location of
the transition state becomes qualitatively different due to the
absence of translational symmetry. We have considered the
reaction dynamics of the mixed H-bonded complex, formic
acid · · · acetic acid. ∆E (BSSE corrected) and ∆E‡ for this
complex are found to be -15.49 and +7.55 kcal/mol, respec-
tively, at the same level of theory as described earlier. In Figure
3, the profile for the variation in the average polarizability, Rav

(in au), with respect to the increase in the O-H distance of
acetic acid is shown. For both zero-field and Nd: YaG
frequencies, the maximum value for polarizability along the
reaction coordinate corresponds to the transition-state structure,
as also found for the symmetric proton-transfer cases.
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From the present computational study it is clear that in the
reaction coordinate for degenerate proton transfer, the transition
state has the highest average polarizability irrespective of the
nature of the H-bonded complexes (intramolecular or intermo-
lecular). There are important consequences of our finding. The
postulate that maximum polarizability is reached at the transition
state can be utilized to qualitatively locate the transition state
without undertaking a detailed calculation of the force constants

unless specifically required. The computational advantage for
such an endeavor is substantial.45 More significantly, in our
opinion, the postulate of maximum polarizability at the transition
state provides a conceptually lucid description of the transition
state. The concept is based on the general chemical intuition
that transition states have at least one bonding parameter (like
a bond, angle, or dihedral angle) that is substantially different
from that of the ground-state structure. Such geometries are

Figure 2. Profiles for variations in average polarizability, Rav (in au), for (a) formic acid dimer (FAD), (b) acetic acid dimer (AAD), (c) trifluoroacetic
acid dimer (F3-AAD), and (d) sponge, with increasing D-H distances (in Å) for D-H · · ·A.

Figure 3. Profiles for variations in average polarizability, Rav (in au), for the formic acid · · · acetic acid complex with increasing O-H distances
of acetic acid (in Å).
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expected to have larger charge separation and thus greater
polarizations. We believe that our arguments for locating the
transition states are qualitatively complementary to the well-
accepted Hammond’s postulate in organic chemistry and be
further developed into a robust computational tool to locate the
transition state.

Supporting Information Available: Ground-state optimized
geometries, frequencies, and complete ref 26. This material is
available free of charge via the Internet at http://pubs.acs.org.
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